(C-a) MAX PLANCK INSTITUTE FOR METEOROLOGY (MPIM) STATEMENT:

 Comments on CEOPMdlOutputDrft3a.doc

(M. Lautenschlager, Hamburg, Friday, 01 November 2002)

Based on the CEOP draft document "CEOPMdlOutputDrft3a.doc" a few comments and

questions rise.

1) Based on the draft document appendix A I infer the variables for the CEOP model

output:

• 54 variables for 2D global fields

• 29 variables for 3D global fields

2) Based on these variables the connected data volume can be estimated:

• 1 degree resolution, 19 vertical levels and 6 hour storage interval result in

around 7 GB per month per model integration

• 1/3 degree resolution, 40 vertical levels and 3 hour storage interval result in

around 250 GB per month and per model integration

3) For 5 NWP centres this sums for forecast and reanalysis and for 3 years CEOP period

to a total amount of data for

• 1 degree resolution (low estimate) of 2 ½ TB and for

• 1/3 degree resolution (high estimate) of 90 TB

4) Providing the data are disseminated in GRIB1 format the 1 degree resolution bears no

transfer and integration problems. The 1/3 degree resolution is much harder to realize

even if the data are disseminated in GRIB1. Data transfer has to be scheduled very

precisely. In case that the data are formatted with NetCDF the data volume doubles,

transfer problems increase and at least for the 1/3 degree case media cost will probably

be charged. This could also be the case for the 1/3 degree and GRIB1 data storage

because DKRZ policy is changing. For data storage volumes beyond about 10 TB we

have to reach agreement with the DKRZ HSM administration with respect to media

costs.

5) The CEOP data will be part of the WDC on Climate which is based on the CERA

database system. The database system requires a specific input structure based on the

GRIB1 format. Data are expected as time series of individual 2D variables. Each level

is treated separately and each time series is stored in one GRIB file. These individual

files can be stored in one UNIX tar archive for more transfer convenience. Data

dissemination in formats alternative to GRIB1 like NetCDF-CF or IEEE is possible.

The operational CERA database interface can be optioned via the URL

http://mad.dkrz.de/java/CeraStart.html The interfaces which focuses on the IPCC

DDC can be reached via

http://www.mad.zmaw.de/Klimadaten/IPCC_DDC/index.html 

These two interfaces provide the standard data retrieval

6) Questions to define the data amounts and the application profile:

a. What is the horizontal model resolution?

b. How many vertical levels contain the model?

c. What is the data storage frequency?

d. How many NWP centres will participate?

e. How long is the CEOP time series?

f. What is about the data transfer to us? We plan for ftp transfer to be done by the

NWP's to one of our servers.

g. How the data will be accessed by CEOP, what is the expected dissemination

granularity?

h. What is the expected time frame for data availability within CEOP?

i. Who is doing the preparation work like metadata description, controlling the

data transfer and final data processing for the database fill process?

I hope that this short list of questions will be helpful for the planned telephone conference.

Dr. Michael Lautenschlager (Head of Data Section)

Modelle und Daten / Max-Planck-Institut für Meteorologie (M&D/MPIM)

Postal: Bundesstrasse 55, D-20146 Hamburg, Germany

Tel.: +49 40 41173 297

Fax: +49 40 41173 400
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