Notes from the NINTH FORMAL COORDINATED ENERGY AND WATER-CYCLE 
OBSERVATIONS PROJECT (CEOP) Teleconference ON Model Output Data 
Issues HELD ON 4 aUGUST 2009
Final Draft, 10 October 2009

1. 
INTRODUCTION

The ninth Coordinated Energy and Water-Cycle Observations Project (CEOP) Model Output Teleconference took place on Tuesday 4 August 2009 at 13:00 UTC. 
The issues that were brought up and discussed on the subject conference call included: 

(i) Planning of the 3rd CEOP Annual Meeting in Melbourne, 19 – 21 August 2009;

(ii) Standard naming convention for MOLTS;

(iii) Standard file naming convention;

(iv) Standard variable naming convention;

(v) Standardized Model output format conversion task;

(vi) Model groups activities status

(vii) Center status reports 
(viii) Data integration services status

Participants
The list of participants was as follows: 

(a)     Toshio Koike (CEOP Co-Chair, Tokyo, Japan)  

(b)     Burkhardt Rockel (ICTS, Geesthacht, Germany) 

(c)     Steve Williams (Data Management, Boulder, Colorado, USA) 

(d)     Frank Toussaint (MPI, Hamburg, Germany) 

(e)     Hans Luthardt /Joerg Wegner (MPI, Hamburg, Germany) 

(f)      Hiroko Kato Beaudoing (GLDAS, Maryland, USA) 

(g)     Michael Bosilovich (GMAO, Greenbelt, Maryland, USA) 

(h)     David Mocko (GMAO, Greenbelt, Maryland, USA) 

(i)      Alessandro Perotto/Raffaele Salerno (EMC, Milan, Italy) 

(j)      Lawrie Rikus (BoM, Melbourne, Australia) 

(k)     Paul Earnshaw (UKMO, Exeter, UK) 

(l)      Dirceu Luis Herdies (CPTEC, Cachoeira Paulista, Brazil) 

(m)    Yoshiyuki Kudo (JAXA, Tokyo, Japan) 

(n)     Sam Benedict (CEOP International Coordinator, San Diego, California, USA)  


Those who advised that they could not participate were:

Hideaki KAWAI  (JMA, Tokyo, Japan) – (Written input received)

Michael Ek (NCEP, Maryland, USA)
Martin Koehler (ECMWF, Reading, UK)
Yonsook Enloe (NASA, North Carolina, USA)
2.
NEXT CONFERENCE CALL

The next, 10th CEOP International Model Output Teleconference is proposed to take place on Tuesday, 27 October 2009, at 12:30 UTC.  Benedict has the action (A1) to inform the group of the details of the next call nearer to the time of the call and to coordinate the origination of the call through the WebEx service.
3.
MODEL OUTPUT DATA GROUP GENERAL ISSUES

3.1 The 3rd CEOP Annual Meeting in Melbourne, Australia, 19 – 21 August 2009

Benedict reiterated that the next, 3rd CEOP Annual Meeting would be held in Melbourne, Australia, 19 – 21 August 2009.  The venue for the CEOP meeting will be the Bureau of Meteorology (BoM) and Drs. Lawrie Rikus, Helen Cleugh, and Michael Manton have kindly accepted the role to serve as the local organizing committee. Rickus reported that work is being carried out to verify applications for visa’s by participants and that all other issues related to logistics seem to be moving ahead as planned.  All the information about the meeting, including an updated version of the agenda, was sent out again as a reminder on 3 June 2009 by the Tokyo, CEOP Office.  The latest version of the agenda for the meeting is attached for information and comment.

Koike noted that the CEOP Meeting Framework would be based on the concept of the development of a CEOP Synthesis Paper(s) for publication after the meeting.  This process would enable participants to prepare/submit material in advance using a standardized format/outline suggested for such a Paper(s).  An initial outline provided earlier by Stewart (CEOP Co-Chair) had the following form and topics:

Coordinated Hydrometeorological Research: Progress and Plans of the Coordinated Energy and Water-Cycle Observations Project (CEOP)

1. Introduction (background, objectives, strategy)

2. Datasets and data integration (model, observations)

3. Science Progress (regional to particular themes and global perspectives)

4. Implications (models, remote sensing, monitoring, climate change)

5. Concluding Remarks (the problem, progress, plans)

This scheme would allow presentations/discussions and breakout groups at the meeting to be based on CEOP Synthesis Paper(s) Contributions per the topics noted in the outline for the Paper(s).  At the end of the meeting the final synthesis of the material presented could be accomplished and the Paper(s) prepared for publication in an appropriate journal(s) or related technical periodical. 
3.2 JAXA CEOS/WGISS Test Facilities (WTF) for CEOP 
(3.2a)
 Kudo reported that, during this reporting period, the system hardware has continued to run smoothly at: http://ceop.restec.or.jp/.  There were a 140 registered users at the current time.  There was no further update on the status of the funding necessary to add specific menus and links that are required to access any new data submitted to MPI (model output) and NCAR (reference site observations).  Further development of the JAXA Distributed Data Integration System is, therefore, not being undertaken at this time. In addition until the move of hardware at MPI is completed near the end of June access to their systems through the JAXA WTF is not possible.

In this context, Koike remained responsible for action (A2) to negotiate with the JAXA management to improve the budget situation to allow for further development of the JAXA Distributed Data Integration System. 
(3.2b)
The effort to develop demonstration scripts for the CEOP distributed data system remains on hold, awaiting the outcome of action A2 by Koike.
(3.2c)
 Enloe, provided a summary status of the NASA prototype – WTF:
· NASA prototype funding ended in 2008.

· The lasting result of the NASA prototype resulted in an OPeNDAP enabled client software (Grads, Ferret, Matlab, etc.) being able to access data held by other OPeNDAP servers and also by the Web Coverage Service (WCS) servers.  This capability was built into the OPeNDAP Inc’s Hyrax server, which will be available for public release as soon as final approvals are signed by the GSFC lawyer.  If an organization installs the Hyrax server, it will be able to link in a variety of data sources held by OPeNDAP enabled servers and by WCS servers, allowing easy access by their user community.   The non-profit group, OPeNDAP Inc., will provide maintenance of the Hyrax server source code as part of their mission.  This means that this capability, originally built for the CEOP community, will be available for a much longer period than the original NASA prototype funding.  Ken McDonald (NOAA) has been informed of the Hyrax server public release.  McDonald will explore using the system at NOAA.  Other groups have asked for access for this software as well.    In the long term, this newly built in capability in the freeware Hyrax server will enable easier online access to data with the analysis clients preferred by the CEOP community with the data services (subsetting, mosaicking, reprojection, etc.) the community uses.  

· Chris Lynnes (GSFC DAAC) is looking into semi-operational support for access to the L2 AIRS data (daily global coverage of an Atmospheric Infrared Sounder (AIRS) Level 2 Standard Retrieval product (i.e. AIRX2RET) by the GSFC DAAC if there is a need from the CEOP science community for this service.   Lynnes would install the Hyrax server and offer the L2 AIRS data via the WCS server that was installed during the NASA prototype testing.  Subsequently, Benedict followed up with Enloe and Lynnes on the matter of the AIRS product being on the system as described and encouraged that this step to be taken as something the CEOP community would welcome and find useful.
· Please send any questions to yonsook@mindspring.com.
3.3 CEOP Model Output format issues

Benedict reported, that he had taken the action from the 14 April 2009 Conference call to activate a CEOP Model Data Format Working Group and set up an initial conference call of the FWG.  That call  took place on 14 May 2009 for specific discussion on CEOP Model Data Format issues.  The main conclusions from this call are summarized in the items below.  These items, as put forward at the time of that call on 14 May 2009, were specified to be of importance to everyone involved in the CEOP Model Output group and, thereby, became the main topics for the 9 June 2009 call.  The conclusions from the 9 June 2009 call concerning these items are the result of their consideration by all of the Representatives of the Centers and Modeling Groups involved in the Model Output component of CEOP.

All participants have the action (A3) to review the outcome of the discussions as summarized under each topic, to study the referenced attachments and to undertake to implement the agreed to approach as closely as possible.  Action A3a is for each participant to subsequently clearly document any differences in form or content between the agreed to approach and the manner in which it is finally implemented in practice at their Center/facility.
(3.3a)
A "standard naming convention" for the CEOP MOLTS station name agreed upon.  

It was decided that the attached excel file (Copy of MOLTS points Phase 2 100609.xls) be the official CEOP list of MOLTS site “names”.  In response to an action from the 14 May 2009 call, Kato took action to add a column “J” which contains the "standard name".  This approach was taken based on the filenames JMA has been providing to MPI and MPI's suggestion (http://www.mad.zmaw.de/fileadmin/projekte/CEOP/Stationlist.pdf).  It was noted that truncating long station names after 10 letters works well, because most of station names are shorter than 10 letters.  It was also decided to use only lowercase letters (for ease of typing).  Per my action item from this morning’s call, I have updated “standard name” for the MOLTS locations in attached Excel file.  

Per the discussion, Kato took action A4 to replace hyphens in the names with underscores and to modify some names following the first-cut convention (first 10-letter, using underscore for apostrophe, period, slash, or hyphen, and using underscore to concatenate words). 

The commitment (action A4a) by all the participants on the call to follow this convention or to document clearly any exceptions to it in their CEOP data production/transfer schemes was considered an important milestone.
(3.3b)
A “standard” CEOP data file naming convention agreed upon.

It was decided that taking in to account the data structure recommended by MPI i.e. one file per station, per model, per initialization time, and containing all parameters, all levels, all forecast steps (until t+36 for init-time=12:00UTC; until t+6 for init-time=t+0,6,18),  the following file name convention be used by all participants in their CEOP data production/transfer processes:

 <center name>_<model or simulation name>_<station name>_<initialization time>.nc where initialization time is YYYYMMDDHHMN (year, month, day, hour, and minutes).  It was felt that even though some participants will need to accommodate this approach for the ongoing processing, hopefully renaming files can be applied in a reasonably efficient manner and that the effort, which will result in common file names will benefit the data handling for MPI and simplify the application of the data by all users.

The commitment (action A4b) by all the participants to follow this convention or to document clearly any exceptions to it in their CEOP data production/transfer schemes was an important step forward.
(3.3c)
A comprehensive list of CEOP standard variable names agreed upon. 


Following the discussion on variable names during the 14 May call, Drs Rockel and Geyer were contacted and they assisted in the process of redistributing a copy of Geyer's master list of variables for all centers.  Subsequently Geyer undertook to update that list.  The new version of the list, which is attached as (GlobaModVars_forCEOPModCall_9June09.xls) was distributed by Benedict to all the participants on 3 June 2009 in preparation for the discussion on the 9 June 2009 Conference Call.  The updated list has the same content as the original list, but split into model-wise lists, with included original variable names.

It was understood by all the participants that standard variable names are helpful to both the data providers and the users and that the attached list meets all the necessary criteria for application to the CEOP Model Data Output and Archiving scheme and should, therefore be adopted into the CEOP process.


It was agreed that even though some adaptation to this listing and its application in CEOP will require some accommodation for the ongoing processing, hopefully this variable naming convention can be applied in a reasonably efficient manner and that the effort, which will result in common variable names will benefit the CEOP data handling and simplify the application of the data by all users.  

The commitment (action A4c) by all the participants to follow this convention as nearly as possible or to document clearly any exceptions to it in their CEOP data production/transfer schemes was considered an important step forward.

Subsequently more background on this action was provided by Geyer, namely that:

- All valid standard_names (including explanations/definitions plus units) are listed at: http://cf-pcmdi.llnl.gov/documents/cf-standard-names/standard-name-table/current/standard-name-table/ ;

- If a standard_name is missing (like the yellow ones in the attached table) there is the possibility to suggest it to the cf-metadata group; and finally, 


- all other attributes in the attached CEOP standard variable name list are cf-standard.
(3.3d)
Agreement on application of Netcdf JMA Fortran Routines reached.

The Netcdf Fortran Routines provided by JMA were discussed discussed during the 14 May call.  At that time some questions still existed.  Subsequently some of these questions were resolved.  The attached file (make_ceop_netctf_english.tar.qz (778KB)), which was provided through the special action of Kato was, therefore, distributed again on 28 May 2009 in anticipation of its further review and discussion at the time of the 9 June 2009 call.  The file contains the original code given by JMA and four additional files with translation.  For each code that contains the odd characters (i.e. comments in Japanese), Kato created a copy with file name extension "_english" and translated the comments. Kato also included the readme file that Koike has translated inside the subdirectory ("Prov/readme_e.txt").  This means that all the related reference material for this item are in one package. 

It was agreed that now that the code commentary had been translated from Japanese into English, there would be very little additional discussion needed to finalize the process of having all the Centers and Groups involved in the CEOP Model Output Working Group uniformly format their data in Netcdf for transfer to MPI.


The commitment (action A4d) by all the participants to implement this uniform conversion routine as nearly as possible, with regard to the data they have committed to produce and transfer to MPI for archiving, on behalf of the CEOP Model Output initiative, or to otherwise document clearly any exceptions to its implementation in their CEOP data production/transfer schemes, was considered a significant conclusion by the participants.

(3.3e)
Application of file Conversion Software Utilization Advanced

Although there is a definite need to press ahead with the application of the conversion software, as agreed to at the time of the call, it was acknowledged that the basic issue for using the JMA software involves putting each Center’s and Group’s local model output data into the format that the JMA software expects. Katz reiterated that it is only if one can format the data properly, that the JMA software can be used as a basically automated turnkey conversion process.

With this caveat in mind, it was agreed that Benedict would work with Kato and Koike to ensure valid concerns and questions from any of the participants would be clearly translated for consideration and response by the responsible software experts who generated the routine at JMA and made it available for application at other Centers in the CEOP Model Output Working Group.  As an initial attempt to keep with this on-going effort, Katz submitted a question that, being unanswered, has up to now inhibited his efforts to apply the JMA conversion routine successfully at NCEP.  The question was stated to be that: 

“In the main program, (make_fldap_ncdf), there are 2 variables that define each group of data, since NCEP does not have data for the 'eta plane' data type, will the software work correctly if the variables, NV_ETA & NL_ETA are set to 0?”


As agreed, Benedict has taken the action (A4e) to send this question to Kato and Koike to iterate on the matter with Katz and JMA to ensure the question is clearly presented to the JMA experts and subsequently responded to by them and, thereby, resolved.


Subsequently, the question was translated by Kato and sent to Koike who presented it to Muroi at JMA.  Kato interpreted the reply as follows:

“…Muroi thinks that allocation of pdata_eta(0,0) is fine, but doesn't think the program would run because the software doesn't expect nv_eta and el_eta to be zero.  Muroi, therefore, has suggested to insert checks and not to use the arrays if the dimensions are 0 in the subsequent subroutines (write_netcdf_defs and write_netcdf_vars)...”.


In the meantime, Katz ran a test case using (0,0) in the locations in question and ran the subroutines.  His initial interpretation was that this approach worked.  Further analysis is underway and Kato has undertaken to run the software with the “checks” in so that the subroutines in question do not run to see what outcome is obtained, using this alternative approach.  

The CEOP Model Output Data Group will be informed of the further development and analysis of these techniques so that the running of the conversion software, as provided by JMA, can be applied by all the Centers using one method or the other to comply with the plan to have the CEOP output uniformily converted to Netcdf, as specified.
3.4 CEOP Data Management Update


Williams reported that with regard to input to the CEOP Model Output Table at: http://www.eol.ucar.edu/projects/ceop/dm/model/model_table.html, so far only JMA provided updates.  Perotto of Centro Epson Meteo responded in December 2008 agreeing to send updated documentation after changing/tuning their outputs.  This action is still open.  The Table in question should be reviewed by all participants and again the information therein made current (action A5).
3.5 MPI status
(3.5a)
In a similar context as action A5 above Toussaint reiterated that it was mandatory to have the latest updates to the model output documentation and asked all the center representatives for their cooperation on this matter. Benedict asked again the center representatives review the documentation currently in the MPI CEOP Model Data database associated with their Center’s data and update the documentation as soon as possible (action A6). 
(3.5b)  Toussaint noted that the Center where the CEOP Data is handled is physically moving to a new location nearby.  The system is, therefore, down.  No data access will be possible before 22 June 2009 and no up-loading of data to the system would be possible until 4 July 2009.  
3.6 CEOP Global Model Study: http://gmao.gsfc.nasa.gov/research/modeling/validation/ceop.php

Bosilovich/Mocko reported that the new version of the dataset had been added to their ftp site (ftp://agdisc.gsfc.nasa.gov/private/ceop/). The manuscript on the “first” MAC study is in press and will be published soon in the Journal of Hydrometeorology.  A broader “review” type document with more authors is expected in the future that would look at the overall MAC effort and show the results of the second phase of analyses now underway.  In this context, the effort within CEOP to apply the “MAC” approach to analysis of uncertainties in models will continue to be pursued.  The concept is to obtain GEWEX SSG approval to endorse MAC as a “research tool” that could be “packaged” as a project initiative to be continued as an on-going effort into the future.  As an example of the interest it was noted the Eric Wood had obtained MAC data for “test” how a remotely sensed Evaporation Product from his land flux scheme compares in various models.  The Group supported this approach and agreed to encourage its further development and application within CEOP/GEWEX.
3.7 CEOP Inter-Continental Transferability Study/Regional Model Analysis (ICTS)
(3.7a)
Rockel was not on the call but agreed to provide a written up date (action A7) on ICTS matters in due course.

4.
CURRENT STATUS OF NWPCs 

4.1 GLDAS by Hiroko Kato 


Kato announced that based on further work and testing (see item 3.3e above) the conversion to Netcdf is able to proceed without complication.  Work is, therefore, continuing to expedite this process, with respect to the GLDAS data including new products with a new, more stable forcing dataset as explained at the time of the last call.

4.2 BoM by Lawrie Rikus

(4.2a) Rikus reported that the gridded data conversion results were still being checked for possible errors and that it was still planned that the MOLTS data will be added in during the production mode, which should begin soon.  
(4.2b) Benedict has taken an action from the last call to advise Stewart to add a disccusion item to the Agenda for the 3rd CEOP Annual meeting at Melbourne, Australia (19-21 August 2009, that would adequately explore the formation of a collaborative effort with participants at a recent MDB workshop who showed an interest in forming an International effort between MDB participants and the broader CEOP Extremes community.
4.3 GMAO by Michael Bosilovich and David Mocko

Bosilovich/Mocko reiterated that the GMAO supports CEOP plans to unify the model output product format across the data providers and is committed to abiding by the agreements noted in Item 3.3 above and would be preparing the global gridded output and the MOLTS data to meet their commitment to this process.  The CEOP data is, therefore, continuing to be generated and uploaded to the MPI archive as it is completed and as appropriate in keeping with the readiness of the system at MPl. 
4.4 NCEP by Michael Ek and Sid Katz

Ek/Katz noted that NCEP also supported CEOP plans to unify the model output product format across the data providers and is committed to abiding by the agreements noted in Item 3.3 above.  They confirmed this plan was based on their further testing and application of conversion and formatting subroutines as noted in items 3.3e above.  Ek reported that he would participate in a GEWEX GLASS workshop/meeting with data from their own global forecast system model but that it would be consistent with the analysis approach they are applying in their work with the CEOP scheme.  Bosilovich agreed to act as a point of contact for Ek with this group as the interaction with them continued to expand.
4.5 EMC by Alessandro Perotto


Perotto reiterated that EMC was moving forward with their hardware and model system upgrade before generating the data for CEOP.   He also agreed to move ahead with an update of the documentation of the new system in the MPI CEOP Model Output database and in the CEOP Data Management Table as noted in item 3.4 action A5, as soon as the new system is up and running.
4.6 ECMWF by Martin Köhler

(4.6a)
Köhler expressed his support for CEOP plans to unify the model output product format across the data providers and noted his committment to abide by the agreements documented in Item 3.3 above.  Work was continuing on the handling of the CEOP data in the context of the unified format.
(4.6b)
Köhler agreed to move ahead with the “packaging” of the Cloud data he had earlier obtained and pledged to integrate into the CEOP data archive.  Köhler  agreed to transfer the Cloud data to an FTP site that would be available through the CEOP Data Management Web page once the site had been identified to him by Williams.  The action (A8) is for Williams to provide the FTP site location and for Köhler  to transfer the data for access from the CEOP Data Management Web page.

4.7 CPTEC by Dirceu Luis Herdies

Herdies noted that he had been in touch with Dr Sin Chan Chou who had been the CPTEC point of contact to CEOP until recently.  Herdies indicated that he was still gathering information on the approach that CPTEC was planning to us to meet its commitment to CEOP.  He further indicated that he supported CEOP plans to unify the model output product format across the data providers and that the CPTEC data would meet with the agreements documented in Item 3.3 above as much as possible. 
4.8 JMA and CEOP Data Integration by Toshio Koike


Koike noted that their climate model data and the satellite data model outputs it is generating were participating in CMIP-5.  Also he had been in touch with their River Management Group and that data from the 17 river basins being contributed by the Asian nations involved in the Asian Water Cycle Initiative (AWCI) was to be a major part of the CEOP integrated data set.  In addition he reported that he was involved in the writing of the 5th Science and Technology Plan for the Japanese government.  This will be the fourth phase of this plan and will extend the climate research and data management framework through 2013 and beyond.  The plan is expected to be consistent with the CEOP data and science strategy.

5.
OTHER ISSUES

(5.1a)
The next 3rd CEOP Annual Meeting will be held in Melbourne, Australia, from 19 through 21 August 2009 in conjunction with the GEWEX/iLEAPS science conferences that will take place in Melbourne, 24 – 28 August 2009 (http://www.gewex.org/2009gewex_ileaps_conf.html). Further details of the CEOP meeting will be provided in due course.
(5.1b)
The 3rd International AMMA Conference will be held in Ouagadougou, Burkina Faso, from 20 – 24 July 2009 (conference webpage: http://www.amma-international.org/rubrique.php3?id_rubrique=1). 

(5.1c)
The 6th International Scientific Conference on GEWEX and the 2nd iLEAPS Science Conference will be held in Melbourne, Australia, 24 – 28 August 2009. The conference website is available at: http://www.gewex.org/2009gewex_ileaps_conf.html.









