NOTES FROM THE NINTH FORMAL CEOP TELECONFERENCE ON MODEL OUTPUT ISSUES HELD ON 28 OCTOBER, 2003 

(DRAFT, 16 NOVEMBER 2003)

1. 
INTRODUCTION

The ninth CEOP Teleconference call focused on issues related to the production of CEOP model output products being provided as a contribution to CEOP by modeling centers around the globe and on the matters associated with each center’s attempts to connect to the CEOP Model Output Archive Center at MPI.  The participants were:

Toshio Koike; CEOP Lead Scientist and Director of Implementation

Michael Lautenschlager, Representing, Max Planck Institute
Hans Luthardt, Hamburg, Germany; Representing Max Planck Institute

Michael G. Bosilovich, Greenbelt, Maryland, USA; Representing GMAO at NASA GSFC 

Ken Mitchell, Camp Springs, Maryland, USA; Representing NCEP

Sid Katz, Camp Springs, Maryland, USA; Representing NCEP

John Roads, La Jolla, California, USA; Representing Scripps, ECPC 

Lawri Rikus, Melbourne, Australia; Representing BMRC

Takayuki Matsumura, Tokyo, Japan; Representing JMA 

Pedro Viterbo, Reading, UK; Representing ECMWF

Jose Marengo, Cachoeira Paulista, Brazil; Representative of CPTEC

Sam Benedict, San Diego, California, USA; Representing International CEOP


Drs Steve Williams Boulder, Colorado, USA, Representing UCAR/JOSS and CEOP Data Management; Burkhardt Rockel, Hamburg, Germany, Representing GKSS and Max Planck Institue; Matt Rodell, Greenbelt, Maryland, USA, Representing GLDAS at NASA GSFC; Sean Milton, Exeter, UK Representing The Met Office in the UK; and S. V. Singh and Gopal Raman Iyengar, New Delhi, India, Representatives of NCMRWF; were not available for the call.  


The time change to Day Light Savings in some regions and the need to reach all participants caused the call to take place at an early hour in some areas and at a late evening/night hour in other areas.  Also, it was not clear if there had been a technical problem with phone equipment in reaching the NCMRWF Offices.


Marengo announced that he had determined that due to his broad set of responsibilities, it would be best if another person could take on the role of CPTEC CEOP representative, while he continued as LBA representative and also began focusing on issues associated with CEOP monsoon studies, especially in the South American regions.  Dr. Sin Chan Chou will assume responsibility for the CPTEC contribution to CEOP beginning immediately and will, therefore, replace Dr Marengo in subsequent conference calls on the topic of CEOP Model Output Issues.  Dr. Chou is an expert on the Eta regional model and she has agreed to apply the model in regional model validation exercises that are being carried out in the CEOP Model Studies framework with coordinated CEOP datasets.  The Group accepted this change and is looking forward to Dr Chou’s involvement in the CEOP model output effort and the related model study initiative.


Under the most serious circumstances and with great personal grief, Professor Koike announced at the start of the call that Dr Hajime Nakamura, Head of the Numerical Prediction Division at JMA had passed away suddenly.  Dr Nakamura was an important and respected Colleague whose loss will be felt by the world wide numerical prediction and meteorological community.  His passing is a serious loss to JMA and to CEOP as well.  The group honored Dr Nakamura’s memory with a moment of silence before beginning the discussion. 

2.
GENERAL AND ON-GOING ISSUES IN CEOP MODEL OUTPUT DEVELOPMENT


The call was made on behalf of Dr Toshio Koike, Lead Scientist for the Coordinated Enhanced Observing Period (CEOP) to continue the process of refining model output requirements in order to ensure the main objectives of CEOP will be met.  

2.1
Report On Inter-Governmental Group On Earth Observations (GEO)

Professor Koike reported on the continuing work set in motion by the initial Earth Observation Summit that was held in Washington DC at the end of July 2003.  This effort, as reported by Prof Koike is being carried out in the framework of the Group on Earth Observations (GEO).  The GEO Working Groups are developing documentation that will lead to a complete 10-Year Implementation Plan that will be presented for approval at a third Earth Observation Summit at the end of 2004.  Prof Koike has agreed to keep the Group informed of the progress on the development of the GEO Implementation Plan. 

 
The “Model Output and Information” link at: http://www.joss.ucar.edu/ghp/ceopdm/model/model.html continues to be updated with new information.  The past conference call notes are available there as well as plans and descriptions of work being carried out on behalf of CEOP by the contributing Centers.  A new input, which was received recently from the NCMRWF has been posted at the site.   The site is also linked through the CEOP Data Management Web Page: http://www.joss.ucar.edu/ghp/ceopdm/, which also continues to be updated with new information about CEOP.


Each CEOP Model Output Center Spokesperson (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) was asked to undertake Action A1 to review the material at CEOP Model Output Web page noted above to ensure that it is current for their specific Center.  

2.2
Priority Topics in CEOP Model Output Development



In the announcement to the call attention was directed to a CEOP Model Validation Studies Results Internet Page: http://monsoon.t.u-tokyo.ac.jp/ceop/model/telecon/ that had been set up by the CEOP Secretariat at Tokyo.  Professor Koike asked that All of the participants look at the page and compare the results of the various activities that have been accomplished or which are still underway.  Because of their cross cutting interest the agenda for the meeting included a period to discuss these analyses during the CEOP Model Issues conference call.  All of the participants were asked for their feedback on the material that is highlighted on the CEOP Model Results Internet Page. 


There were two main conclusions that came from the discussion on the CEOP model validation results:  

(i) that there are a great deal of interesting conclusions that may already be drawn from these efforts including some special issues related to the diurnal cycle.  From a modeling viewpoint the group concluded that perhaps the most fundamental processes are those associated with the diurnal cycles, intraseasonal oscillations and the annual cycles. The diurnal cycle in particular has recently been considered as a point of focus within CEOP and all of WCRP/GEWEX.

(ii) that CEOP needs to develop a methodology for identifying model errors and biases in the fundamental processes and thereby, provide important clues for improving model physics particularly with respect to the better understanding of the water and energy cycles, and interactions of the atmosphere with land and oceanic surface processes.  Realistic simulation of these processes is a pre-requisite for better climate predictions on seasonal, interannual and longer time scales.

   


Koike asked that the group begin to consider a joint action (A2) that could lead to a CEOP “third party” model validation and comparison exercise that might include some of the characteristics of earlier efforts of this nature such as AMIP.  It was understood that several of the components for such an exercise were contained in the CEOP Inter-monsoon Model Study (CIMS).  Benedict agreed to work with the Group (action A2a) to collect more comments on this concept and to organize some material that could be distributed for comment about how to proceed that could come out of future discussions on up coming conference calls.


Each Center had continued to make progress on the two main steps necessary for success of the CEOP Model Output Dataset Development process.  Most Centers have, therefore, taken steps to (a) achieve routine transfer of data (push or pull) by electronic means (FTP) to/from MPI for placement in the CEOP Database, and to (b) successfully access CEOP Model Output Database at MPI through their web-page at: http://www.mad.zmaw.de/CEOP or through the CEOP Data Management Page Model Output and Information section.  


A generalized action (A3) was, therefore, assessed on each Center Spokesperson (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to continue to pursue the interactions with MPI (Luthardt) on the two main issues identified above with the goal of establishing a routine connection between themselves and MPI for both the transfer of data and the accessing of the MPI database.

3.
PRIORITY ACTIONS AND RECOMMENDATIONS AND CENTER UPDATES


In reference to generalized topics highlighted in items (a) and (b) above there were a number of actions and recommendations that were made.  Each Center also provided an update of the work they have undertaken on behalf of the Model Output component of CEOP. The main actions associated with the discussions during this part of the call were associated with finding and improving methodologies for the efficient generation, transfer and access of the CEOP model output products.

3.1
Sample Data Transfer


The importance of showing that data can be provided (pushed or perhaps in the ECMWF case, pulled) to/by MPI by way of an FTP link, was reconfirmed as being critical to the success of this element of CEOP.  A great deal of emphasis has, therefore, been placed on the process of each Center reliably connecting electronically with MPI.  Reports provided during the call provided direct evidence that this work has been progressing well and data from at least five Centers (NCEP, JMA, UKMO, GMAO and ECPC) have been seen at MPI.  Steps are now underway for ensuring that these Centers can provide data routinely and that other Centers make their initial transfer tests as soon as possible. 

3.2
MPI Database Access

It was clear during the call that, as concluded previously, the interface between users attempting to access CEOP model data output in the database, at MPI, still seems to present some challenges.  Improvements to the Internet link provided by Luthardt at: http://www.mad.zmaw.de/CEOP are still being considered.  The need for additional resources to make such improvements was again noted as a major impediment to moving forward with a more user friendly interface.  Benedict agreed to (action A4) discuss this matter with Grassl and to list it as an item for concern at the CEOP presentation to the GEWEX SSG meeting in January 2004, even while MPI continues to try and improve the interface as much as possible with existing resources available to them. 


Matsumura reported that in response to an earlier action related to all Center Representatives taking time to attempt to access the database and download files as an important exercise in the viability of the database as a user tool, he had made an arrangement for Tamagawa at UT to attempt to down load the gridded dataset sent by JMA to MPI.   The test was reported as being successful but that the download process took what seemed to be an excessive amount of time (10 hours) to accomplish.  


During the discussion, though it was acknowledged that the request was for all of the data available at the database rather than just subsets of the entire amount.  It was agreed that there was a need for a complete set of the data to be in the archive at MPI but that normally users would be interested in finding and focusing on smaller regions that would be requested and downloaded more quickly than if the entire global dataset provided by a Center(s) were requested.  It was agreed therefore, that the experiment could be hailed as an important milestone and considered a success of the two way interface that now exists between the Centers/users and MPI.  The user community will have to realize that requests for large sets of data that are stored at high resolutions (in the case of the JMA data: .5 degree for 2D  and 1 degree for 3D products respectively) may take long download times.  


Still, it was agreed that the need, to continue work to simplify the interface and to consider multiple schemes for allowing users to request sub-sets of the data in the database has not gone away.  MPI does provide for the data to be requested temporally so that a request for all parameters for a given day for example could be quickly cued up for accomplishment.  Because of the importance of this interaction it was decided to maintain the joint action (A5) between MPI (Luthardt: luthardt@dkrz.de) and all of the Center Representatives (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to follow-through with efforts to connect to the URL link and to verify that issues associated with this process are brought to light.

As soon as a reliable interface has been established action (A5a) must be maintained on an on-going basis for all Center Spokespersons (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) to move ahead with production of the required MOLTS and Gridded products and to immediately begin transferring complete months of data to MPI.


In the ensuing discussion, Koike reported that, at the time of the call, plans were moving ahead, with JAXA approval, for a two pronged implementation approach for the CEOP Data Integration System.  A large centralized function is being developed at UT while a scaled down distributed version was being designed for hands on control through various nodes that would be more easily accessible to the user community.  A proto-type of this distributed system is expected to be demonstrated at the CEOS Plenary Meeting in Colorado Springs, CO, USA on 20 March 2003.  A more fully implemented configuration of this distributed data integration scheme is then to be authenticated by JAXA at the CEOP Third International Implementation Planning Meeting at UCI, in Irvine CA, USA from 10-12 March 2004.  Because of the need to ensure that the CEOP Data Integration System at UT and the CEOP Model Output Database at MPI are compatible in the way they receive, handle and distribute data a specific need exists for the CEOP Data Integration System development team to meet with the MPI CEOP Model Output Database development team.  Benedict has the action (A6) to work with Koike, Lautenschlager, Rockel and Luthardt, to find an appropriate time (Possibly January 2004 before the GEWEX SSG Meeting) for such a meeting to take place at or near MPI.

3.3
MOLTS Vertical Profile Data Format


There have been earlier discussions on the topic of MOLTS data formatting.  At the time of the last call, for example, it was noted that transferring MOLTS profile data in ASCII format seems to be a difficult job and that it may be necessary to agree on a different format, such as network Common Data Form (netCDF).  For this reason, it is necessary to open this topic again for further discussion.  Drs Mitchell and Katz had asked that the topic be raised during the call, but due to an oversight by Benedict, the topic was not added to the list of discussion items.  The main points raised by Mitchell and Katz are, therefore, provided here:

(i) During past CEOP conference calls, there has been an interest in standardizing the format of the data that MPI is archiving in its CERA database system.  The format of the MOLTS data are the most varied as some are arranged by site while others are arranged by time.  Some participants have indicated that netCdf may be a possible solution.

(ii) NCEP is investigating the possibility of providing MOLTS data in netCdf format as a replacement to the current IEEE binary real number format.  NCEP has already determined that the MOLTS data will be grouped as one full month of data for each site or 41 separate files.  Currently, NCEP provides MPI with a daily file of all sites and FORTRAN software to access this format.  MPI does additional processing whereby each site is extracted from the NCEP daily file and appended to a file with only one site per file in the CERA database.

(iii) What are the consequences of changing to netCdf format?  MPI will not have to process MOLTS data prior to its storage in the CERA database, although it will need to remove the current files.  One can now retrieve NCEP’s MOLTS daily data by time or site.  The netCdf format will allow retrieval only by site and only by all days for a specific month.  Monthly files in netCdf format are estimated to be 3 Mbytes per site, a more reasonable file size for downloading purposes.

(iv) NCEP would like CEOP participants to comment on the above proposal before  embarking on a test case of formatting MOLTS data in the netCdf format.

An action (A7) is being levied on each Center Spokesperson (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) respond by email to this proposal and to be ready at the time of the next call to advance the discussion on this matter in an attempt to bring it to a conclusion.    

3.4
Status at Contributing Centers


In addition to the documentation serving as a focus for the discussion, each Center Representative on the call was asked to give a brief status of where they stand with regard to implementing that baseline set of "requirements".

(i)
Rikus sent a written update prior to the call which noted that, although he had reported at the time of the last conference that BMRC was about ready to send the first 3 months of MOLTS output to MPI, this action was not accomplished as planned.  During the process of combining the 6 hourly forecasts into daily files to simplify subsequent processing it was found that a very small number of files were incomplete due to an unknown processing issue.  The need to determine the cause of this situation is related to the fact that the version of the model being run to provide the CEOP products is supposed to be identical to the operations version except for the additional output routines. One indication is that the problem may be related to the time step being used to produce the CEOP MOLTS and related data products and this possibility is being checked. It is felt that it will be determined that there is a small issue that can quickly trapped and corrected or explained and that the CEOP production runs will begin again soon. Rikus  has agreed to continue this work and to continue to keep the group informed of its progress.  

(ii)
Matsumura reported that JMA had produced MOLTS and GRIB data for the entire month of November 2002 and transferred the files to MPI.  They had earlier sent the entire month of October 2002 to MPI.  Item 3.2 above discusses details of the successful effort by JMA to have their data accessed through the MPI database by the University of Tokyo as an example of how users may be able to gain access to the CEOP model output data at MPI.  In order to make this process work more efficiently and to ensure that JMA itself is able to access and use the data from the MPI data base, plans are still underway at JMA to add a separate server, by the end of 2003, dedicated to the handling CEOP related data transfers and accessing the CEOP database.  Matsumura agreed to continue to keep the group informed of the process at JMA for production of CEOP model output products and their routine transfer to MPI and to the accessing of CEOP data at the MPI database.

(iii)
Roads reported on behalf of ECPC that they had attempted to transfer data to MPI, but that the data were not able to be accepted because it isn't impossible for MPI to work with the non-16 bit grib files, which were the format of the ECPC data.  MPI offered to hold the data and to make them available just as they are to the users because their post processing package cannot make them any more compatible to the other formats that are simpler for the users.  It may be possible that with additional manpower as noted above, there would be a capability to reformat the data during post processing so that they would be more user friendly.  

Subsequently, ECPC discussed the situation with other Centers including NCEP, which did have a software program for converting the ECPC data into fixed files with length compatible to the MPI ingest scheme.  Wesley Ebisuzaki was contacted at NCEP and the conversion program was obtained and used on the ECPC data.  The data were then sent to MPI in the newly formatted arrangement.  It was reported by Luthardt that the data had been successfully transferred and accepted into the MPI database and that he did not anticipate any further complications assuming that the conversion was more easily undertaken at the ECPC end rather than at MPI for the current time.  Luthardt and Roads have agreed to maintain a dialog on this matter to ensure continued success in the handling of the ECPC data at MPI for CEOP. 

(iv)
Bosilovich reported that the operational models at the newly formed Global Modeling and Assimilation Office (GMAO) have been frozen and a new model development activity had begun in cooperation with NCEP.  For this reason data generation using the existing models was going to be limited in the future since as complications with the various model versions are discovered, such as had been uncovered with the precipitation fields in the GEOS-4 system, there would be no priority given to fixing them.  Work will continue on a best efforts basis until further clarification of the update and new development process can be obtained.  In the interim, there was agreement to continue the CEOP related processing using the GEOS-3 version of the existing model, which seems to have more realistic precipitation fields but, which runs more slowly (6 days/day).  The data from this model for the EOP-1 period will definitely be placed in the CEOP Model Output Archive at MPI.  Bosilovich agreed to keep the group informed of further developments at GMAO and to assist in determining if it were going to be necessary to ask in a formal letter or other means as to whether CEOP requirements could be elevated in priority and otherwise addressed in a timely manner under the new paradigm at GMAO.  

(v)
Mitchell and Katz, reported that production of CEOP model output products at NCEP is continuing and that routine connections with MPI are being maintained.  It has been agreed that the work would continue on the production of the required products and their routine transfer to MPI. It was noted that although this work now includes an effort to go back and retrieve data from the local archive beginning from 1 October 2002 up to the start of the initial data transfer in January 2003, a higher priority is going to be given to continuing to fill out the current dataset in a continuous manner leaving the back filling task to be a secondary goal that will be carried out in due course as time and resources are available.  The effort will also continue to provide updates to the documentation on the Internet that  provide details of the current configuration of the data and process for producing CEOP related data products and transferring them to MPI.  Mitchell reported that the work on model validation using CEOP Reference Site data from the EOP-1 period, which had been outlined during the last call has now been turned into an article, for publication in the next CEOP Newsletter.  A draft of the article is expected by the end of November 2003.  Mitchell and Katz agreed to continue to keep the group informed of the CEOP related work at NCEP.  

(vi)
Milton was not on the call but a written input was subsequently provided by him, which indicated that the Met Office had now finalized their model data generation and had begun producing the datasets for inclusion in the MPI CERA database. Although they have already sent data for October 2002, to MPI they have been unable to check the availability of this data on the database due to the Web interface problems that other Centers have been experiencing. Some emphasis is being placed on this matter and it is expected to be resolved in the near future.  The Met Office has reviewed the CEOP Model Output Analysis Web page and is planning their own model validation exercise.  This effort will be undertaken in earnest as soon as the EOP-3 CEOP Reference Site data become available in January 2004. Milton agreed to keep the group informed of the continuing effort by the Met Office in support of CEOP.
(vii)
Viterbo reported that the gridded data he had generated for CEOP from the ECMWF ERA-40 archive starting with 1 July 2001 forward had been put in a location where MPI could access it and transfer (pull) it to their database.  MPI, however, reported that while the physical transfer of the data was fast and the test data obtained from the ERA-40 mass archive was in principle acceptable for archival, the process of finding and accessing the data on the ECMWF mass archiving system was slow and difficult to navigate through.   In the ensuing discussion it seemed that more interaction about the most efficient methodology for accessing the ECMWF ERA-40, CEOP products was necessary.  This was based on the fact that Viterbo had understood that other groups were accessing the mass archive and retrieving data with relatively little difficulty or delay.  Viterbo agreed to continue to work with MPI (Luthardt/Lautenschlager) to ensure an efficient and  routine connection with MPI could be achieved and to report progress on this matter to the group at the time of the next call. 

As a result of an earlier action it was known that a large subset of the ERA-40 archive is now available, free of charge for research purposes, via a web interface.  The data set contains analysis (every 6 hours) and forecast data for 45 years from September 1957 to August 2002, at 2.5x2.5 resolution. The atmospheric data exists at 23 pressure levels (from 1000 hPa to 1 hPa) and is complemented by surface data. A complete list of parameters can be found at: http://data.ecmwf.int/data/d/era40/. 


Viterbo noted again, however, that the moisture convergence field identified by Marengo and other researchers as an important component in many climate analyses was not in the list of parameters being made available by way of the Internet.  It was agreed then that a letter from CEOP be addressed to the ERA-40 points of contact at ECMWF requesting the desired fields be added to the Internet database.  Benedict has action (A8) to work with Marengo and Viterbo to clarify the CEOP requirement and to draft a letter, by the time of the next call, to request the data be added.
(viii)
GLDAS was not represented on the call.  There was agreement, however, that it is important to try and ensure that GLDAS continue to be developed and that data of the type to be generated by GLDAS be provided to the CEOP community.  These data are important because they can serve as a means to integrate models and satellite data for land surface water and energy cycle prediction in CEOP.  Houser/Rodell will be asked again to keep the group informed of progress on this matter.
(ix) 
Lautenschlager and Luthardt reported that work is continuing at MPI to accommodate the CEOP requirements.  They reiterated that while a great deal of progress had been made there was a need to continue work to establish more “standardized” methodologies for working efficiently across the interfaces with the large Centers represented by the CEOP contributors. It had also been noted in previous discussions that there was a continuing need to define a universal CEOP code table that represents a mapping of each NWP’s code numbers to the variables of the CEOP data set.  The need to add more Meta data that describe all data sets in CERA was also highlighted as a necessary activity.  It was agreed, therefore, that the action levied earlier must be reiterated so that all the Center Spokespersons (Viterbo, Mitchell/Katz, Marengo, Rikus, Bosilovich, Rodell/Houser, Milton, Singh/Iyengar, Roads/Kanamitsu, and Matsumura) must, undertake action A9 to respond to the issues highlighted by MPI and in particular to review an earlier action to review a code table produced by MPI and work to fill out the information requested at that time and to also work to provide meta data and documentation as requested by MPI.  In specific Each Center Spokesperson was kindly requested by MPI to complete (action A9a) the last two columns of the core table provided by MPI, by specifying the code number used for their data and the units in which the data are stored. If no code number is available, the Center Spokespersons were asked to specify the variable name/description which corresponds to the requested CEOP core-variable.  The 
CEOP core code table is on the MPI CEOP Internet pages as a spreadsheet document at: http://www.mad.zmaw.de/CEOP/CEOP_core_codes.xls/.  In case of problems and questions please contact Luthardt luthardt@dkrz.de directly. 

(x)  Possibly due to a technical difficulty with the phone system, the National Centre for Medium Range Weather Forecasting (NCMRWF) was not represented on the call.  A written input was subsequently received by email from Dr Gopal Raman Iyengar.  The report by Dr Iyengar noted that NCMRWF will be participating in the CEOP project by providing the model output from its current operational version of the Global Analysis-Forecast System (T80/L18) for the EOP4 period (1st October 2003 to 30th September 2004).  The report contained the following information:

Notes for Gridded data from NCMRWF

NCMRWF will provide data for the EOP4 period 2003-2004 from the current operational version of the T80/L18 analysis-forecast system.

The current analysis-forecast system provides gridded data at a horizontal resolution of 1.5 degree equally spaced latitude-longitude grid.

The 3D atmospheric variables will be provided on 15 pressure levels. These levels are 1000, 925, 850, 700, 600, 500, 400, 300, 250, 200, 150, 100, 70, 50 and 20hPa.

The analysis fields provided will be valid for 00, 06, 12 and 18UTC. These fields will contain only the 3D atmospheric variables (Geopotential Height, Zonal Wind, Meridional Wind, Temperature, Humidity, and Vertical Velocity) on 15 pressure levels and Surface Pressure.

The forecast fields provided will also be valid for 00, 06, 12 and 18UTC. The forecast fields will have the 2D surface fields in addition to the 3D fields. The details of the forecast fields are given in the table.

The above gridded data will be in GRIB format of ECMWF. NCMRWF acknowledge the support of ECMWF in providing us the GRIB software.

The MOLTS data will be provided in ASCII format. 

The following table accompanied the written input that explains the content of the table and thereby the details of the data that is to be provided by NCMRWF to MPI.

	CEOP Code number
	Variables requested by CEOP                       
	 
	NCMRWF

Code number

	 
	 
	 
	 

	 
	Top of Atmosphere Processes
	Units
	 

	1
	shortwave downward flux (positive) 
	W/m^2
	212

	2
	shortwave upward flux (positive)
	W/m^2
	178

	3
	longwave upward flux (positive)
	W/m^2
	179

	 
	 
	 
	 

	 
	Atmosphere Variables
	 
	 

	4
	temperature
	K
	130

	6
	moisture 
	kg/kg
	133

	7
	zonal wind
	m/s
	131

	8
	meridional wind
	m/s
	132

	10
	geopotential height
	gpm
	156

	11
	pressure velocity 
	Pa/s
	135

	 
	 
	 
	 

	 
	Atmosphere Processes 3D
	 
	 

	 
	large scale heating
	K
	217

	15
	convective latent heating rate  
	K
	216

	 
	diffusive heating
	K
	215

	21
	short-wave heating rate  
	K
	153

	22
	long-wave heating rate 
	K
	154

	 
	 
	 
	 

	 
	Vertically Integrated Atmos. Variables
	 
	 

	42
	surface pressure 
	Pa
	152

	 
	 
	 
	 

	 
	Vertically Integrated Processes
	 
	 

	48
	precipitation (total)
	kg/(m^2s)
	228

	 
	convective precipitation
	kg/(m^2s)
	143

	 
	 
	 
	 

	 
	Surface Variables
	 
	 

	59
	2-meter temperature  
	K
	167

	60
	2-meter specific humidity 
	kg/kg
	168

	61
	u-component at 10 m 
	m/s
	165

	62
	v_component at 10 m 
	m/s
	166

	65
	Soil moisture
	m
	140

	67
	snow depth
	m
	141

	69
	planetary boundary layer height
	m
	159

	 
	 
	 
	 

	 
	Surface Processes
	 
	 

	72
	longwave downward flux (positive number)
	W/m^2
	175

	73
	longwave upward flux (postive number)
	W/m^2
	177

	74
	sensible heating (positive upward) 
	W/m^2
	146

	75
	latent heating(positive upward)
	W/m^2
	147

	 
	Net Short Wave Flux at surface
	W/m^2
	149

	 
	 
	 
	 

	 
	Miscellaneous
	 
	 

	95
	surface albedo
	%
	174

	98
	total cloud cover
	%
	162


4.
NEXT CONFERENCE CALL ON CEOP MODEL OUTPUT ISSUES

It was agreed at the time of the call that WEDNESDAY 3 DECEMBER 2003 would be the date of the next (tenth) conference call on CEOP Model Output issues.  It is proposed that the call will take place 30 minutes later than the last call: 0700 at Washington DC, 1000 at Cachoeira Paulista, Brazil, 1200 in the UK, 1300 at Hamburg, 2100 at Tokyo, 2300 at Melbourne and 1730 at New Delhi. Benedict has action (A10) to coordinate the origination of the call from the USA.


Again the timeline represents a special challenge.  If it is not acceptable for any one to participate in the call as noted above it may be necessary to split the call in the future.

