Notes from the NINETEENTH FORMAL CEOP Teleconference ON Model Output Data Issues HELD ON 31 March, 2005

(FINAL 18 APRIL, 2005)

The 19th CEOP Model Output Teleconference took place on Thursday, March 31 2005 at 12:30 UTC. The discussion focused mainly on the issues related to the model output data management and also development of modeling systems that were identified at the 4th CEOP Implementation Meeting in Tokyo, February 28 – March 3, 2005. The representatives of Modeling and Data Assimilation Centers (MDACs) reported on their specific issues and current status. Prof. Koike informed the group on the satellite data integration issues.

Participants

The participants were:

Toshio Koike, Tokyo, Japan; CEOP Lead Scientist

Rick Lawford, Silver Springs, Maryland, USA; , representing GEWEX and IGWCO
Michael G. Bosilovich, Greenbelt, Maryland, USA; Representing GMAO at NASA GSFC

Sid Katz, Camp Springs, Maryland, USA, Representing NCEP

Alex Ruane, La Jolla, California, USA; Representing Scripps, ECPC

Stephane Belair, Dorval, Canada; Representing the Meteorological Service of Canada (MSC)

Lawrie Rikus, Melbourne, Australia; Representating the BMRC

Paul Earnshaw, Exeter, UK; Representing, The Met Office

Hiroko Kato, Maryland, USA; Representing GLDAS/LIS
Paul Houser, Representing GLDAS/LIS
Hiroto Kitagawa, Tokyo, Japan; Representing JMA
B. K. Basu, New Delhi, India; Representing NMCRWF

Steve Williams, Boulder, Colorado, USA; Representing UCAR/JOSS/CEOP Data Management
Frank Toussaint, representing Max Planck Institute Hamburg, Germany

Hans Luthardt, representing Max Planck Institute Hamburg, Germany

Ben Burford, Tokyo, Japan; CEOP WGISS Test Facility (WTF) Implementation Team Member

Ken McDonald, Greenbelt, Maryland USA; Representing CEOP WGISS Test Facility (WTF)
Yonsook Enloe, North Carolina, USA; Representing CEOP WGISS Test Facility (WTF) 
Petra Koudelova, Tokyo, Japan; CEOP Coordination Support Function
Sam Benedict, San Diego, California, USA; Representing International CEOP
Drs John Roads (La Jolla, California, USA; Head of ECPC), Pedro Viterbo (Reading, UK; Representing ECMWF), Ken Mitchell (Camp Springs, Maryland, USA, Representing NCEP), Sin Chan Chou (Cachoeira Paulista, Brazil; Representative of CPTEC), Burkhardt Rockel (Geesthacht, Germany; Representing GKSS), Osamu Ochiai (Tokyo, Japan; CEOP WGISS Test Facility (WTF) Implementation Team Member) and Katsunori Tamagawa (Tokyo, Japan; CEOP Technical Specialist at University of Tokyo) were not available for the call.
Next Teleconference

It was decided during the call that Model Output Teleconferences should be held bimonthly. The next, 20th CEOP Model Output Teleconference is proposed to take place on Tuesday 24 May 2005.  Koudelova has an action (A1) to inform the group of the details of the next call nearer to the time of the call.

1. Opening

(1a) Benedict opened the conference acknowledging the participants of the 4th CEOP Implementation meeting in Tokyo for their efforts to present the CEOP achievements trough the Phase I making the meeting a great success. Koike expressed gratitude to all MDACs for providing the models output data and to MPI for archiving the data. He informed the participants that an acknowledging letter from WCRP would be drafted and sent to the MDACs and MPI in appreciation of their contributions through CEOP Phase I and asking them for their continued support into Phase II.

(1b) Benedict introduced Dr Petra Koudelova, who has taken up the part time task of assisting the CEOP Coordination Support Function, through the UT CEOP Secretariat Office. This task will include notices and agenda for the CEOP Conference Calls and other matters related to the CEOP International Coordination Function. All the participants were asked to please be as responsive as possible to any notices or requests sent out by Koudelova as part of their on-going support of CEOP.

(1c) Koike introduced a new CEOP representative of the Japan Meteorological Agency (JMA), Dr Hiroto Kitagawa, and explained that Dr Takayuki Matsumura, the previous CEOP representative was being transferred from the Numerical Prediction Division (NPD) of JMA to a district observatory (a regional headquarters of JMA) in Sapporo. It was noted that Dr Matsumura was to be commended for all of the effort he had provided up to this point in the Model Output component of CEOP.  Without the special initiative to allow connections between MPI and JMA through a separate server and without other technical interactions by Dr Matsumura with other elements of the model generation and archiving scheme this part of CEOP would not have advanced in such a successful manner.  Everyone on the call wished Dr Matsumura well in his new function and welcomed Dr Kitagawa into the CEOP model output implementation group. 

2. General Issues

(2a) Koike advised the group that CEOP Phase II Implementation Planning Task Team (IPTT) had been established and was working on the draft of the CEOP Phase II Implementation Plan. The schedule of drafting was introduced by Koike at the 1st IPTT teleconference on Tuesday 21 March 2005. The final draft of the Implemenation/Science Plan should be accomplished before the 5th Scientific Conference on GEWEX in June 2005. The final draft will be reviewed by the GEWEX SSG.

(2b) Koike announced that JMA agreed to publish a special issue of the Journal of Meteorological Society of Japan (JMSJ) dedicated to CEOP. The group will be informed when the editorial board is established and details for paper submission are defined. The representatives of MDACs were asked to take an action (A2) to submit a paper covering their achievements through CEOP Phase I to this special issue of JMSJ, in due course.

3. Satellite Data Integration Issues

Koike reported that the Data Integration Center, both the distributed and the centralized components, are on schedule to be opened for service to all CEOP members in mid-April. AMSR-E, TRMM, and SSMI data of global coverage will be available for analysis.

.

4. Model Output Data Issues

The discussion followed the documents drafted by Bosilovich that summarized the issues related to data management and systems development recognized at the 4th CEOP Implementation Meeting in Tokyo. The documents were distributed to all of the participants prior to the call as an attachment in the first notification email. 

(4a) Development of modeling systems and optimized model output data format 

Bosilovich introduced the outcome of the CEOP Model Output breakout group session at the Tokyo meeting. There was an agreement that several scientific benefits could be realized from longer CEOP model data time series, e.g. interannual variations and extremes may be better studied. Therefore, from the scientific point of view, it is desirable to produce model data time series starting from July 2001 and continuing beyond the original schedule, i.e. beyond December 2004 (end of EOP4). Two main issues related to this requirement were identified:

(i) The Model and Data group (M&D) at MPI in Hamburg identified several problems with the current flow of data into their archival system. Large data volumes (gridded data in Grib file format) were hindering their organization of the data, and also posing problems to users trying to download the data.

(ii) Most of the modeling systems are likely to change over years. These changes can disrupt continuity of analysis even though transmission of analysis data continues beyond CEOP Phase I. 

Ad (i)

Toussaint explained that the model data were being sent in different formats and projections to MPI and thus, MPI had to undertake an extensive amount of processing to make the data convenient for users.  MPI suggested that it might be easier if the MDACs process the data into an optimized format before sending to MPI. MPI together with Bosilovich are undertaking an action (A3) to test such an optimized format on a sample of data.  Subsequently, the detailed description of the optimized format will be distributed to MDACs. MDACs were asked to take an action (A3a) to investigate the possibilities to produce the data in the optimized format when the details are known. Koike pointed out that this action must bring clear benefit not only to MPI and users but also to the MDACs as well since they may need to change their current CEOP data production strategy to process the new data format. Bosilovich and Benedict agreed with this point and explained that MDACs will benefit from easier data handling and sharing for their model intercomparison studies, which are of a high priority for CEOP Phase II. Koike noted that although interoperability is one of the keywords of the GEOSS 10-years Implementation Plan and convenient data access is, therefore, a very important issue, it is necessary to pay a lot of attention on implementation of the optimized format approach. He reiterated the complexity with the implementation of the uniform MOLTS format and pointed out that the optimized format of gridded data might be demanding for some of MDACs. Consequently, it was agreed that the optimized format would definitely not be conditional for joining CEOP Phase II but it would be suggested. Bosilovich asked the MDACs representatives to look over the document distributed before the call and express their opinion (action A3b). No action to change the current format of provided gridded data is asked from MDACs before the test study (Bosilovich and MPI) is completed.  This means that even though there will be changes in modeling systems and that a possible change of the model output data format, for a more efficient one, is being considered; it is necessary that the MDACs continue to send data to MPI beyond CEOP EOP4 in current format. Once the data format issues can be resolved, new data (beyond EOP4) may be sent in the optimized format.

Ad (ii)

Bosilovich raised a question how to overcome the discontinuity in the analysis due to modeling system changes. He presented the challenge to do reanalysis for the whole CEOP period with the updated systems and asked the MDACs representatives for their opinion whether it is realistic for them or not. Lawford wondered how much metadata was kept on characteristics of the systems and whether it was sufficient for investigators to understand the systems changes. He suggested that the changes to the systems might be handled by maintaining a complete and up to date set of detailed documentation. Bosilovich mentioned that the documentation varied from center to center but generally, the major changes were well documented. There was an agreement that a timeline showing major changes of the MDAC systems would be very helpful for model data users.  This concept was tabled for further discussion by the time of the next call.

Katz mentioned that NCEP was willing to do reanalysis for a couple of months in 2002, producing MOLTS that would complete their dataset in accordance with the original CEOP request.  As far as he knew, some changes on NCEP system could be expected in near future. 

Ruane mentioned that ECPC was processing EOP4 with a new system. The reanalysis from EOP1 was under consideration but not decided yet. 

Belair reported that Environment Canada model would continue to evolve for some time but that they were able to document major changes on the system.  The difficulty (and the need) to track minor changes was acknowledged (e.g. satellites coming in and dropping off). He proposed to do a reanalysis for EOP1 and EOP2 with a currently developing model for CEOP – not with their operational model.  Progress on their work will continue to be reported in subsequent calls.

Earnshaw wished to consider the possibility of reanalysis by the Met Office operational system further and would report on his findings in subsequent calls.

All of the MDACs representatives participating in the call agreed that the optimized model output data format might be acceptable for their specific center but they could not commit to make such a change before they look over the results of the test study (Bosilovich and MPI).

(4b) Current status on data transferred to MPI
Kitagawa reported that JMA had successfully transferred all data (EOP3 and EOP4) to MPI. JMA preliminary validation study was introduced at the Tokyo meeting.

Basu reported that NCMRWF had finished processing and transferring the gridded output data of the CEOP monsoon season. The EOP4 data would be finished at the end of April and subsequently the MOLTS would be prepared. However, Basu announced a problem with downloading the data from MPI (perhaps a firewall issue). Luthard confirmed arrival of some data from NCMRWF but was not aware of any requirement for download from NCMRWF due to occupation with handling ECPC input. He suggested that NCMRWF takes an action (A5) to contact MPI directly by e-mail and explain the problems in more details to be able to solve them. 

Kato and Houser reported that GLDAS was processing data. The MOLTS and gridded output for EOP1 are available. Due to various resolutions used to produce MOLTS around reference sites, the volume of data is large. Bosilovich was interested in how many different land surface models (LSMs) GLDAS was using. Kato mentioned three LSMs: NOAH LSM, Mosaic LSM and Community Land Model 2.0 (CLM2). 

Houser asked whether they should store the data or how and where to transfer them. Koike asked GLDAS to become a local archive but for the sake of the integration function, to send a copy of the data to the University of Tokyo (UT) archive too. UT plans to have a copy of the MPI archive as well – the space is (will be) available. Houser proposed to put the data on DVDs and send them to UT as soon as it was required. Bosilovich noted that accepting GLDAS as an archive might have an impact on the issue of the CEOP networking process. 

Belair reported that Environment Canada was still processing the data and that they had not submitted any data to MPI yet. He felt positive that the first portion of data would be sent to MPI before summer but some difficulties with transferring a large volume of data might occur. Benedict recommended that a smaller sample of data be sent as soon as possible to identify possible problems with the transfer before big parcels of data would be sent. Belair agreed to take an action (A6) to send a smaller sample of data to MPI soon.

5. CEOP WGISS Test Facility Network Support 
(5a) Burford reported that network testing of the preliminary design of the CEOP WTF server is advancing. Concretely, the issue with implementing a request of password is being solved now. Burford also reported on putting MOLTS data on the WTF-CEOP system. The WTF group is working on conversion of the default, 3-hourly forecast MOLTS produced in ASCII format to netcdf and putting them in the online system. If the system works well, the group will move on to other than default MOLTS (analysis series). 

(5b) Burford mentioned that a document/timeline summarizing the main impacts on model output data due to modeling systems changes might be very informative for users.
(5c) McDonald informed the participants on the funding possibilities to support CEOP WTF activities. NASA has issued a call for proposals with a scope that could include support for the WTF-CEOP distributed access prototype.  A proposal team has been formed to respond to the call.  The proposals are due in late May.  Enloe reported that her effort to continue work on CEOP had received support through the NASA ECHO project which could be synergistic with earlier WTF and related network tasks that she had undertaken.  Benedict agreed to put Enloe back on distribution and thereby to have her involved in future calls. Koudelova has an action (A7) to ensure that Enloe is included in the following announcements. 

The call was adjourned at 14:10 UTC.

